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Abstract

This work presents adaptive feedforward control using advanced structural–acoustic actuators to reduce
the low-frequency acoustic transmission in a sub-scale composite fairing. The actuators, referred to as
distributed active vibration absorbers, are multi-resonance devices specifically designed to produce high
output forces over a large bandwidth as necessary for payload fairing noise control. Single- and multi-
channel control configurations were implemented using external acoustic disturbance levels as high as
130 dB. Design parameters such as sample frequency, control filter length, reference source, and causality/
delay were examined to determine impact on performance. The active control system reduced the
broadband interior noise levels by up to 5 dB between 70Hz and 200Hz, and 10 dB at specific resonances.
r 2005 Elsevier Ltd. All rights reserved.
1. Introduction

Acoustic levels generated by large launch vehicles can exceed 160 dB over a wide frequency
range during launch and can pose significant risk to payload launch survivability. Acoustic
blankets attenuate the acoustic response above 200Hz, but are less effective at lower frequencies.
In large composite fairings such as those being developed by the Air Force, low-frequency
acoustic resonances in the fairing are a concern. The vibro-acoustic launch environment in the
see front matter r 2005 Elsevier Ltd. All rights reserved.
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next generation of composite fairings may potentially be more severe because the fairings will be
less massive and have less structural damping, both factors that increase noise transmission [1–4].
The primary sources of payload fairing noise are the rocket exhaust plumes. The sound

produced tends to be broadband in nature, and propagates up the side of the launch vehicle
fairing as plane waves at sharp oblique angles of incidence. Each rocket plume will generate an
independent, uncorrelated acoustic source. Active control systems are typically well suited for the
50–200Hz bandwidth where blankets are less effective. The wavelengths of the plane waves at
these frequencies are on the order of 6–1.65m in length.
The Air Force Research Laboratory has conducted and sponsored many programs over the

past few years to investigate innovative approaches to reduce vibro-acoustic loads during launch.
Passive approaches using heterogeneous composite blankets, acoustic resonators and reactive/
resistive structural dampers are still being developed and investigated [5–8]. In addition to passive
approaches, active noise control approaches have been evaluated for mitigating low-frequency
vibro-acoustic loads numerically and experimentally. Both feedforward and feedback approaches
have been investigated, but the slight performance benefit could not justify the weight penalty.
Such approaches used speaker-based controllers to cancel interior noise (feedforward) or to
actively damp the low-frequency acoustic resonances of the payload volume (feedback).
Significant attenuation was realized (10–12 dB narrowband), but it was not clear if such a
control approach would be feasible for the extremely high sound pressure levels encountered
during launch. There was also a significant weight penalty for the control system, which consisted
of multiple actuators, control hardware, power sources, and cabling [9–11]. Recent demonstra-
tions of active feedback control used a single actuator placed near the fairing nose to actively
damp the first two or three longitudinal modes [12–16]. This approach showed considerable
promise and continues to be investigated.
Active structural–acoustic control (ASAC) approaches have been successful for reducing

turbulent boundary layer noise, propeller noise, and structural vibration in aircraft. In ASAC,
structural actuators are used to minimize an acoustic performance metric. Simulations and
experimental investigations of ASAC using proof-mass actuators and piezoceramic patch
actuators for fairing noise mitigation have shown little potential. It was determined that
piezoceramics and proof-mass actuators did not provide adequate control authority for the high
sound pressure levels experienced during launch. Typical structural actuators do not provide the
necessary stroke, force, or bandwidth at low frequency that is needed for effective application on
fairings. Other active control studies considered active damping of structural vibration to reduce
acoustic transmission, but little benefit was realized [17,18].
A recently concluded program conducted by the Air Force Research Laboratory in

collaboration with Vibro-Acoustic Sciences, Virginia Tech, and Boeing investigated ASAC of a
2.4-m diameter composite cylinder fabricated by Boeing that was a scaled model of a Delta
payload fairing. An innovative structural actuator was developed specifically to operate at high
sound pressure levels (�120 dB re 20mPa). The actuator, known as a distributed active vibration
absorber (DAVA), was based on the ‘‘smart foam’’ concept developed by Fuller et al. at Virginia
Tech for controlling aircraft cabin noise [19–21]. Single- and multi-channel adaptive feedforward
control tests were conducted using the Filtered-X LMS control approach, targeting the 70–200Hz
bandwidth. Multi-input, multi-output (MIMO) tests were conducted outside using two walls of
sub-woofers to simulate realistic launch loads and conditions. In the following, development of a
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structural–acoustic model of the test cylinder is presented, as well as problems that were
encountered. The development and testing of the DAVA actuator is then presented. This is
followed by a brief overview of the control approach and a discussion of critical design issues.
Finally, analytical and experimental results are presented along with important observations and
conclusions.
2. Theory

2.1. Structural–acoustic transmission

The fairing’s internal acoustic response can be described as the result of an input disturbance
source being filtered by a strongly coupled system comprised of the fairing and the enclosed
acoustic volume. Transmission is governed by the coupling of the external acoustic field with the
structure, the dynamic response of the structure, the coupling of the structural response to the
acoustic volume, and the dynamics of the acoustic volume. Gardonio et al. provide an excellent
analytical derivation of structural–acoustic transmission based on a cylinder that is very much
applicable to the fairing noise problem [22].
At structural resonances, energy is transmitted efficiently due to the large out-of-plane motion.

Damping of structural modes can significantly reduce transmission at these frequencies. The
internal acoustic volume also exhibits resonant behavior, and if a structural mode is proximal to
an acoustic mode, noise transmission will be relatively high. Damping acoustic resonances is very
effective in reducing the overall internal response, but as stated earlier, it is difficult to add
damping to low-frequency acoustic modes. Adding mass to the fairing is not a desirable noise
control technique. Although effective, one typically wants to reduce the mass of non-payload
items in order to reduce the overall cost of the launch.
As presented in the work by Gardonio et al., noise transmission can also be reduced by

targeting and attenuating the response of specific structural modes that efficiently radiate into the
fairing interior. The modal response of the structure is essentially ‘‘reconfigured’’ such that
structural–acoustic coupling is reduced by localized impedance loading of the fairing using passive
or active means. The control approach presented in this paper uses all three of these mechanisms
to reduce noise transmission: structural damping, acoustic damping, and modal reconfiguration.

2.2. The fairing model

Throughout this project, considerable effort was devoted to modeling and understanding the
structural–acoustic dynamics governing noise transmission through the composite cylinder
testbed, which is shown in Fig. 1. The test article was essentially a simply supported right cylinder
of radius 1.226m (48.25 inches) with height of 2.793m (110 inches), fabricated using two external
graphite epoxy layers, a honeycomb core, and two interior graphite epoxy layers. The cylinder
mass was approximately 80 kg (176 lbs). Both ends were capped using thick, structurally
reinforced plywood end plates (226 kg) that were fastened to the cylinder and designed
to minimize transmission of acoustic energy, since it was desired that the dominant
structural–acoustic transmission path be the composite cylinder only. Although real fairings do
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have features such as access panels, ports, and separation rails, that level of realism was not
necessary for the present study.
Models of the composite structure and acoustic volume were made and validated. The goal was

to develop coupled models accurate to 200Hz for controller design and simulation purposes.
COSMIC NASTRAN was used to perform normal modes analysis and obtain mode shapes and
natural frequencies of the cylinder structure. All frequencies below 1000Hz were computed, but
only the first 131 modes were used (up to 300Hz) for computing transfer functions. The recovery
points and loads were specified in Matlab, where transfer functions were computed [23].
Measurements of drive point accelerance and shaker-to-accelerometer transfer functions were
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used to validate the structural model. The spatially averaged response from a small
electromagnetic shaker to 150 accelerometers (located as shown in Fig. 2) is given in Fig. 3 and
compared to the response computed from the validated numerical model. Measurement
uncertainty and experimental uncertainty was estimated to be less than 70.5 dB based on sensor
specifications and test repeatability. The drive point accelerance is shown in Fig. 4. The numerical
model corresponded reasonably well to the experimental measurements given the relative
complexity and non-uniformity of the structure and the uncertainty in structural parameters.
Point force

Fig. 2. Shaker and accelerometer locations used for validation of the structural model.
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Fig. 3. Comparison of spatially averaged structural response from a point force loading: —, experimentally measured;

– –, model prediction.
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Fig. 4. Drive point structural response: —, experimentally measured; – –, model prediction.
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Fig. 5. Schematic of sensor/actuator locations used for validation of the acoustic model.
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However, tuning of the model did not yield the level of correlation necessary for developing an
accurate coupled model.
The interior volume was modeled using COMET Finite Element. All modes with frequencies

below 650Hz were computed, but only the first 59 modes were used (up to 300Hz) for computing
transfer functions. The mesh spacing was set so that there were at least 6 nodes per wavelength at
the highest frequency of interest. Transfer functions measured from a sub-woofer in the cylinder
to 15 microphones placed throughout the cylinder interior were used to validate the acoustic
model. Fig. 5 shows the experimental setup. The sub-woofer was instrumented with an
accelerometer attached to the diaphragm, which served as a reference signal for transfer function
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microphone response; – � –, averaged model microphone response; – –, spatially averaged acoustic response from model.
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measurements. The accelerometer output was integrated to velocity. It was assumed that the
loudspeaker had negligible impact on the acoustic volume and that the cone was radiating as a
piston (low-frequency approximation). A data analyzer system was used to drive the speaker with
band-limited random noise, measure the sensor signals, and compute frequency response
functions (FRFs). The measurement uncertainty was estimated to be less than 70.1 dB. Fig. 6
presents a comparison of spatially averaged, measured transfer functions to those computed from
the updated model. Also given in Fig. 6 is the model response averaged over the entire acoustic
space using the pressure response at each node. Transfer functions show good agreement between
model and experiment up to about 140Hz. From Fig. 6, it is observed that the fundamental
acoustic resonance (longitudinal mode) occurred at approximately 62Hz. All acoustic modes in
the bandwidth were lightly damped.
The structural and acoustic sub-systems were coupled using a modal interaction

approach in Matlab [24]. Validation of the coupled structural–acoustic model was difficult
due to the uncertainty of the boundary conditions, specifically that due to the end-caps.
Although the end-caps were made very bulky, they still remained a transmission path and
it was necessary to ultimately include them in the model as flexible members. Several
attempts to develop an accurate coupled model were made by using a variety of methods to
improve model and experiment agreement. However, the agreement between models and
experiment was poor.
Damping material was added to the cylinder to more closely match the actual acoustic damping

of a launch vehicle with a payload and reasonable blanket treatment. This was accomplished by
making the reverberation time in the cylinder match the reverberation time in a similar sized
fairing. Approximately 50% of the total interior surface of the cylinder was lined with 5-cm
(2-inch) thick melamine foam as shown in Fig. 7. Even with the addition of the foam material,
the acoustic modes that dominated the low-frequency response remained lightly damped
with damping values of less than 5% of critical.
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Fig. 7. Acoustic foam applied to the cylinder interior.

Fig. 8. Schematic of high output DAVA concept.
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2.3. Actuator development (DAVA)

A key challenge of this program was to develop a structural actuator with enough control
authority for realistic disturbance levels. The actuator needed to function across the bandwidth of
about 50–200Hz, and yet remain lightweight, small, and operate on low voltages with minimal
power requirements in order to be feasible for fairing applications. The actuator developed under
this program used a stiff, lightweight panel, such as a honeycomb or Nomex sheet, which was
attached to a compliant foam layer and driven by a voice-coil actuator embedded within the foam
layer. This yielded a ‘‘distributed’’ structural actuator that was then attached to the cylinder wall
by adhesive. This actuator provided: (1) structural damping by coupling to the structure, (2) a
force input to the structure, functioning like a tuned vibration absorber to control radiating
modes of the structure, and (3) acoustic damping. Nearly all of the mass of the actuator came
from the voice-coil actuator. Several iterations of the actuator were made in order to achieve the
necessary force and stroke output to drive the cylinder at high levels. A schematic of a DAVA is
given in Fig. 8. Fig. 9 compares the blocked force output from an early DAVA design used for
aircraft to the final design used on the composite cylinder (fairing). The final design used a lighter,
denser magnetic core with voice-coil windings optimized to reduce heating.
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Fig. 9. Comparison of DAVA prototype blocked force responses: —, response of a fairing actuator; – –, response of an
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Fig. 10. Acoustic output measured from a single DAVA mounted in the composite cylinder test structure.
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A single prototype DAVA was tested in the cylinder by measuring the acoustic response in the
cylinder as a function of applied voltage. The internal cylinder response was measured and
averaged over 36 microphones and is presented in Fig 10. The results show that the effective
bandwidth of the actuator was about 80–200Hz, with peak outputs of up to 96 dB re: 20 mPa at
1V (0–350Hz). The improved force output and bandwidth of the DAVA was a critical
achievement enabling control at realistic disturbance levels.
The linearity of the DAVA was also investigated. The force output as a function of applied

voltage was inferred from an accelerometer attached to the top plate (measurement uncertainty
was less than70.1 dB). The force output was only computed for the design bandwidth, which was
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50 –200Hz in this case. The force output is plotted as a function of increasing power in Fig. 11.
The DAVA remained linear up to about 20W, and eventually overheated and failed at
approximately 37W. In each test case, the DAVA was driven with band-limited random noise for
30 s and then allowed to cool for 5min.

2.4. Control approach

The control approach used in this work is referred to as ASAC because structural actuators
were being used to minimize an acoustic performance metric, i.e. the error signal was the response
from microphones in the cylinder. Feedforward controllers have been used to reduce cabin noise
in aircraft, which is a problem similar to the fairing problem except the disturbance loads are
different. Adaptive feedforward controllers have the advantage that they are adaptive—they do
not rely on static control laws and can adapt to changes in the system. Since adaptive feedforward
controllers have never been applied to the fairing problem, there are several important issues that
must be considered to evaluate feasibility, including reference sensors, causality, control
authority, convergence, stability, power requirements, and performance (noise reduction).
The controllers implemented in these tests used the Filtered-X Least Mean Squares (FXLMS)

algorithm [25–27]. FXLMS controllers use finite-impulse response (FIR) filters for control and
have the architecture shown in Fig. 12. FXLMS is a gradient-based convergence algorithm, where
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the performance index can be defined as the measured acoustic response in the fairing. For
broadband control, the control filter size, denoted as N, is increased to adequately capture the
dynamics in the bandwidth. For a single-channel controller, the control filter is essentially a vector
of scalar coefficients, wk, that is multiplied with a vector of previous sampled values of a reference
signal, xk, to produce the control signal:

control signal ¼ wk � xk, (1)

where k indicates the discrete time step. The control filter can be initialized to zero and allowed to
update to convergence. However, pre-converged control filters can also be used in a re-start
configuration. The control filter weights are updated by

wkþ1 ¼ wk � mx̂kek. (2)

In Eq. (2), m is the convergence factor, x̂k is the filtered-x signal, and ek is the sampled error
signal. The transfer function between the control actuator and the error sensor is represented in
Fig. 12 as C(z). An FIR model of C(z), denoted as ĈðzÞ, is computed prior to control by driving
the actuators with band-limited random noise and measuring the sensor output. The Least Mean
Squares (LMS) algorithm is used to converge ĈðzÞ to a model of C(z). This process is called system
identification [28,29]. The dynamics in the bandwidth determine the size of the filter needed to
adequately represent CðzÞ. The filtered-x signal is formed by convolving the sampled reference
signal, xk, with ĈðzÞ. The rate of convergence is determined by the ‘‘convergence factor’’, m, which
is limited by controller stability. There are analytical approaches that can be used to compute the
maximum value of the convergence factor based upon the eigenvalue spread of the control path
dynamics, but these are rarely accurate. In practice, a suitable value of the convergence factor is
determined by trial and error by starting with a small value and increasing until (marginal)
instability occurs in order to determine the stability bounds. The system is then implemented at
approximately 80% of this value to allow some stability margin. This controller approach can be
extended to multiple control channels as presented in the references.
2.5. Reference signals

The reference signal used to compute the control signal must be coherent with the disturbance
acting on the system; in our case, the acoustic disturbance load impinging on the cylinder. The
ability of the controller to attenuate the disturbance depends on the coherence between the
reference and the disturbance. Also, there must be adequate time between samples for the
computations, since the FIR filters must be multiplied with sampled-data vectors. The number of
computations determines the maximum sampling rate of the controller. The time required for the
controller to sample the reference, compute the control signal, and send the control signal through
the actuator to the system must be less than the time it takes for the same corresponding
disturbance sample to propagate through the system. The ability of the controller to stay ahead of
the disturbance in this regard is referred to as controller causality. If the control delay is greater
than the propagation time of the disturbance through the system, then the controller will never be
able to ‘‘catch up’’, and performance will be limited. It is reasonable in some cases to use an
accelerometer attached to a structure as a reference signal in ASAC. However, by placing a
microphone in the impinging sound field, a slight advantage (referred to as phase-lead) is gained
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in that the reference is more ‘‘upstream’’. In some tests that follow, the pre-amp signals driving the
disturbance sources were used as references, which maximized controller phase-lead. For a real
application, an accelerometer or other structural vibration sensor, or a flush mounted microphone
would be reasonable reference sensors, as both provide signals coherent to the disturbance. As
noted, by moving the sensor closer to the disturbance source, a better understanding of the ‘‘best
case’’ performance should be obtained.
Both single-input, single-output (SISO) and MIMO configurations were tested under different

loading conditions. In an MIMO implementation, the computational load increases at a rate
nearly proportional to the square of the number of channels. Having more control channels
facilitates ‘‘global’’ control, meaning that reduction is achieved throughout the entire system.
Single-channel controllers typically only provide a ‘‘local’’ zone of reduction proximal to the error
sensor. At some point, the computational ability of the digital signal processor (DSP) is exceeded
and a trade-off between the number of channels, FIR filter lengths, sample rate, and ultimately
performance must be made.
3. Experimental setup

SISO tests were conducted inside an acoustic test facility and outside in an open field. The tests
conducted inside were more repeatable than outside tests, since test conditions could be better
controlled. The disturbance loads for the indoor tests consisted of direct and reverberant acoustic
fields (the lab had scattering and damping surfaces to reduce the influence of room modes).
Outdoor tests were more representative of launch conditions, since the acoustic disturbance was
directional and included ground reflections.
All SISO tests were performed at relatively low disturbance levels, which produced

approximately 80 dB inside the composite cylinder (re: 20mPa, variation from test-to-test was
less than 72 dB, 0–200Hz). The SISO test arrangement is illustrated in Fig. 13. A single
microphone was placed approximately 23 cm from the cylinder and used as a reference sensor [30].
In some tests, the microphone was moved further ‘‘upstream,’’ i.e., closer to the speaker (61 cm
speaker

12 monitor mic's
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end cap

3.2 m

0.4 m

1.4 m

1.8 m

1 error microphone

reference
to controller

2 m

supports

to controller & analyzer
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Fig. 13. Experimental setup for the SISO experiments.
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from the cylinder). A single 45.6 cm (diaphragm diameter) sub-woofer mounted in a closed
cabinet was used as the disturbance source [31]. A single DAVA (24 cm� 24 cm) was attached to
the inside wall of the cylinder as indicated in Fig 13. A small, commercial-off-the-shelf power
amplifier (maximum power output of approximately 30W) was used to drive the DAVA. A single
error microphone [30] was placed inside the cylinder. During the SISO tests, the microphone was
moved around to different locations to observe the effect on performance. Twelve ‘‘monitor’’
microphones [30] were placed in the cylinder to measure the global performance of the controller.
A digital signal analyzer was used to generate band-limited random noise that was input to the
disturbance sub-woofer. The same signal analyzer was used to measure time- and frequency-
domain data from which closed-loop performance was computed. A Texas Instruments
TMS320C40 (Quad) DSP housed in a Pentium-based PC was used to compute the system
identification and to implement the controller. Cabling for sensors and the actuator was put
through a small tube through the center of the top end-cap. This tube was plugged with foam
rubber as much as practical to prevent flanking.
All MIMO tests were conducted outside in an open field near the Virginia Tech airport in

Blacksburg, Virginia. The external disturbance was generated using two speaker banks, each bank
consisting of 8 sub-woofers (NEOX B-1) located on either side of the cylinder as shown in Fig. 14.
During tests, the speaker banks were about 1.5m from the composite cylinder. The sub-woofers
were driven by one random noise input generated by the signal analyzer. Some tests used two
uncorrelated random signals, both of which were generated by the signal analyzer. Eight Crown
MA 5002 power amplifiers (two channels each) were used to drive the sub-woofers, each
providing 2500Wper channel.
Fig. 14. Experimental setup for the MIMO experiments: (a) schematic diagram; (b) wall of speakers used as

disturbance source; (c) rack of power amplifiers.
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Four external microphones [30] were used to monitor the disturbance levels. In some tests, one
of the external microphones was used as a reference sensor, and in some tests, two of the
microphones were used as reference sensors. No more than two reference sensors were deemed
necessary because at most two uncorrelated disturbance signals were used. Originally, all of the
external microphones were placed about 10 cm from the cylinder wall, which offered a reasonable
measurement of the impinging disturbance. However, in some control tests, the reference
microphones were moved closer to the disturbance sources to investigate the impact of different
lead-times in the control path and the corresponding effect on closed-loop performance.
Fifteen microphones [30] were mounted to a microphone tree inside the cylinder. The controller

used 12 of the microphones as error sensors (summed to form a single error metric for updating
the controller) and three were used exclusively as monitoring sensors for measuring global
performance.
The approximate positioning of the DAVA actuators (24 cm� 24 cm) is shown in Fig. 14. Two

rings of four actuators were mounted inside the cylinder. The upper ring was approximately 90 cm
from the top and the lower ring about 90 cm from the bottom with angular separation of 901.
Actuator and sensor cabling was put through the same port in the top end-cap that was used for
the SISO tests. The MIMO controller was implemented on the same Quad C40 DSP as used for
SISO tests.
4. Results

4.1. SISO tests

An initial measurement was made to compare the external disturbance and the resulting
internal acoustic response. A single disturbance sub-woofer was driven with band-limited random
noise by the spectrum analyzer (0–300Hz), and the responses at an external microphone and an
internal microphone were measured. The power spectrums of the measured signals are shown in
Fig. 15. The measured signals demonstrate how the coupled structural–acoustic system ‘‘filtered’’
the disturbance. The internal microphone response exhibited narrow bands of large amplitude,
indicative of acoustic resonances. The internal spectral content below 50Hz was less than the
external spectral content by approximately 20 dB. At frequencies above 200Hz, the internal
response was nearly equivalent to the external disturbance.
System identification was performed using the LMS algorithm to identify the control path

indicated in Fig. 12 as C(z) prior to controller implementation. In all of the SISO tests, the control
filters were initialized to zero. Details of the environment, reference signal, sample rate and filter
size for several representative tests are given in Table 1. The sample rate for the DSP was between
600–900Hz. This permitted system identification and control filters between 255 and 500
coefficients.
Table 1 also gives the closed-loop reduction computed over the bandwidth of 0–200Hz. The

closed-loop responses measured at the 12 monitor microphones were spatially averaged to
determine global performance. Local reduction was determined from the error microphone. The
results varied from as much as 5.88 dB of local reduction (case 11) to a net global increase of
1.45 dB (case 4a). In each test, the controller was able to achieve local control (1.36–5.88 dB), but
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Table 1

Summary of SISO low-level test cases

Test ID Test environment Reference sensor Sample rate (Hz) # FIR coefs Reduction (dB)

Local Global

1 Inside External mic (23 cm from cylinder) 900 255 1.36 0.25

2 Inside External mic (23 cm from cylinder) 750 255 4.49 �1.37

3 Inside External mic (23 cm from cylinder) 600 255 3.29 �0.04

4 Inside External mic (23 cm from cylinder) 800 500 3.93 (a) �1.45 (a)

4.77 (b) �1.26 (b)

5 Inside External mic (23 cm from cylinder) 800 500 2.35 (a) �0.22 (a)

2.76 (b) �0.41 (b)

6 Inside External mic (23 cm from cylinder) 800 500 2.86 (a) 0.20 (a)

2.76 (b) 0.14 (b)

7 Inside External mic (23 cm from cylinder) 600 500 2.15 �0.36

8 Outside External mic (23 cm from cylinder) 700 500 3.10 �0.84

9 Outside External mic (61 cm from cylinder) 700 500 2.88 �0.32

10 Outside External mic (61 cm from cylinder) 700 500 2.57 �0.15

11 Outside Disturbance speaker voltage 700 500 5.88 �0.54
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Fig. 15. Power spectrums of microphone measurements for a band-limited random noise disturbance: —, external

(reference) microphone; – –, internal (error) microphone.
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almost always increased the global response. Tests 4–6 show results for six independent control
tests using the same controller parameters, but taken at different times. This illustrates the
variability of the converged solutions and the test-to-test variation. Tests conducted outside
produced similar levels of performance as tests conducted inside. There was no clear benefit to
using a higher sample frequency (900Hz) instead of a lower sample frequency (600Hz). There was
no clear advantage using 500 FIR filter coefficients instead of 255 coefficients. Moving the
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reference microphone closer to the disturbance speaker produced no appreciable improvement.
Using the disturbance signal from the analyzer that was used to drive the sub-woofer, i.e., the
‘‘ideal’’ reference scenario, did provide the highest observed local reduction, but yielded no global
reduction.
Figs. 16 and 17 show the measured open- and closed-loop power spectral density plots (dB re:

20mPa) for test 8, for the error microphone and the monitor microphones, respectively. Fig. 16
shows that the SISO controller was effective over the bandwidth of 140–160Hz, where the largest
open-loop magnitude occurred. Reduction was also observed from 75–90Hz. Spillover was
observed below 60Hz. The overall local response decreased by about 3.1 dB, which is
approximately 42% (rms). Fig. 17 shows that reduction at the error microphone does not
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Fig. 16. Power spectral density of the error microphone for a representative SISO test case: —, open-loop

measurement; – – closed-loop measurement.
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Fig. 17. Power spectral density of the spatially averaged monitor microphones for a representative SISO test case: —,

open-loop measurement; – – closed-loop measurement.
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indicate global reduction. In fact, the global response over 140–160Hz and around 80Hz
increased. Spillover was also measured at low frequency. The overall global (0–200Hz) response
increased by 0.84 dB, an increase of approximately 10% (rms).
For this test case, a small resistor (less than 1O) was placed in series with the DAVA, and the

current and voltage through the DAVA were measured. After the controller had converged, the
voltage applied to the DAVA was determined to be 0.98V (rms) and the current 0.24A (rms), or
0.235W (at 80 dB internal acoustic response).
About 1–3min were required for the SISO controllers to convergence. The convergence time

was roughly 100–200 times the FIR filter length (#FIR coefficients * sample period). While this
may be acceptable for a steady-state problem, it is not acceptable for the fairing problem. To
investigate the impact of reducing the filter length in order to reduce convergence times, an
optimal FIR controller was computed off-line using system identification models taken from
experiments. The ‘‘best case’’ reduction was computed using optimal (Wiener) filters of varying
lengths [32]. For a 1 s filter, the maximum achievable local performance was 15 dB (global
performance was not computed). The impulse response of the optimum filter is given in Fig. 18.
The impulse response required longer than 1 s to completely decay to zero. Fig. 19 shows the
predicted effect of reducing the length of the optimal filter. Reducing the filter duration by 50%
resulted in a 4 dB loss of performance. Reducing further to 1

4
second resulted in a loss of 7 dB. This

illustrates the trade-off between closed-loop performance and convergence speed.

4.2. MIMO tests

Most MIMO control tests were performed using an external disturbance level of approximately
105 dB (computed over 31–325Hz). The final MIMO tests (tests 6–8) were performed at
increasing disturbance levels, finally achieving about 130 dB. Fig. 20 shows the power spectrums
(computed over third-octave bands) of the spatially averaged external microphone measurements.
The disturbance rolled off below 63Hz and above 200Hz. The controller setup and parameters
for each test case is given in Table 2. The closed-loop performance was computed for the
bandwidth of 70–200Hz.
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Table 2

Overall MIMO feedforward tests results

Test ID 1 2 3 4 5 6 7 8

Number of disturbances 1 1 1 2 2 2 2 2

Exterior level (dB) (31–325Hz) 105 104 104 100 101 117 125 130

Number of references 1 1 1 2 2 2 2 2

Reference type ideal
mic near

cylinder

mic near

disturbance
ideal

mic near

disturbance
ideal ideal ideal

Broadband attenuation

(dB) 70–200Hz

Error mics 9 1.9 3.7 9.3 4.9 7.9 6.6 5.7

Monitor mics 3.4 0.4 1.5 7.7 4.7 7.2 6.8 6.1

DAVA Power

consumption

(Watts) 40–300Hz

0.08 0.007 0.01 0.04 0.03 1.7 16 25

Convergence time (min) 45 45 45 45 45 45 45 o1
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The MIMO controllers used a sample frequency of 700Hz. The 8 input� 12 output transfer
matrix used to represent ĈðzÞ used FIR filters of 255 coefficients each. The control filter matrix (8
actuators � 1 reference and 8 actuators � 2 references in some cases) also used 255 coefficients
for each FIR. Tests 1–3 were conducted using only one random input signal for all sub-woofer
channels. These tests also used a single reference signal for the FXLMS algorithm. For test 1, an
ideal reference was used, which was simply the disturbance input applied to the sub-woofers. This
provided 9 dB of attenuation at the error microphones (local control, spatially averaged), and
3.4 dB of reduction at the monitor microphones (global control, spatially averaged). For test 2, a
microphone near the fairing was used as a reference. The corresponding local reduction was about
1.9 dB and the global reduction was about 0.4 dB, which is significantly less than that obtained
using the ideal reference source. In test 3, the reference microphone was moved more ‘‘upstream’’
i.e., closer to the sub-woofers. This resulted in 3.7 dB local reduction and 1.5 dB global reduction.
Tests 4–8 used two disturbance inputs, one for each sub-woofer bank, each uncorrelated. For

these tests, two reference signals were used. Test 4 used the ideal reference at low disturbance
levels and produced 9.3 dB local reduction and 7.7 dB global reduction. Although the complexity
of the sound field increased, control was maintained and improved by using multiple references.
For case 5, microphones near the sub-woofer banks were used as references. The local reduction
was measured to be 4.9 dB and the global reduction was 4.7 dB. This was significantly better than
for the comparable single reference case.
Tests 6–8, were conducted at higher sound pressure levels and used two ideal reference signals

in each case. No tests were performed at high sound pressure levels using external microphones as
reference signals. In test 6, the external load was about 117 dB, and the closed-loop reduction was
measured to be 7.9 dB (local) and 7.2 (global). Although this was less than that achieved using two
ideal references, the global reduction was better than that achieved using a single ideal reference
(test 1). In test 7, the external load was increased to about 125 dB. The measured reduction fell to
6.6 dB (local) and 6.8 dB (global). This was the first instance in which the global reduction
exceeded the local reduction. However, the difference was within the experimental uncertainty
(repeatability) of the internal measurements (approximately 70.2 dB). In the final test, the
external disturbance was approximately 130 dB, the measured local reduction was 5.7 dB, and the
global reduction was 6.1 dB. Again, the global reduction was greater than the local reduction and
the difference was 0.4 dB (70.2 dB). No explanation has been determined as to why the global
reduction was greater than local reduction.
As indicated in Table 2, the measured DAVA power consumption for the first five tests was less

than 1W each. The power consumption increased with increasing disturbance levels. At 130 dB,
each DAVA required about 25W. The convergence time of the controller was greater than 5min
(typically 6–7min using zero-initialized control filters). In test 8, pre-converged control filters
(from test 7) were implemented and control was achieved after a few seconds (some iteration was
observed).
Figs. 21 and 22 present the closed-loop results of the spatially averaged error microphones and

monitor microphones, respectively, for test 5. The results indicate that no appreciable spillover
was created. Both figures show similar dynamic characteristics and are only slightly different from
the SISO tests conducted earlier in the program (using different end-caps and conducted in-
doors). As in the SISO tests, the controller focused on the bandwidth with the largest amplitude
response, which was approximately 120–160Hz. Little performance (local or global) was
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Fig. 21. Spatially averaged error microphone response for the MIMO controller: —, open-loop measurement;

– – closed-loop measurement.
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Fig. 22. Spatially averaged monitor microphone response for the MIMO controller: —, open-loop measurement;

– – closed-loop measurement.
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measured at the fundamental acoustic mode (�60Hz). The noticeable roll-off resulted because of
the natural roll-off of the sub-woofers and also because the tests were conducted outside in a free-
field (no reverberations). Significant reduction was achieved over narrow bands around the second
and third acoustic resonances. The closed-loop error response appears ‘‘smoother’’ than the
closed-loop monitor response (75–150Hz), likely because 12 error signals were averaged as
opposed to 3 monitor signals. Similar trends were observed for the other test cases.
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Figs. 23 and 24 present the closed-loop results for tests 1–3 (low level, single disturbance signal,
single reference signal) computed over third-octave bands. These figures compare performance for
the ideal reference case (test 1), a reference near the cylinder (test 2), and a reference near the
disturbance source (test 3). The ideal reference provided the best local reduction in all bandwidths.
For the 63Hz bandwidth, no local reduction was measured for test 3. No local reduction was
measured above the 160Hz bandwidth for test 2. Fig. 24 shows the closed-loop performance at
the monitor microphones. No spillover was measured using the ideal reference, but the other test
cases show that some spillover occurred.
Figs. 25 and 26 compare the closed-loop reductions at the error and monitor microphones in

third-octave bands for tests 1, 3–5. These comparisons show the effect of having an ideal reference
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as opposed to an upstream microphone signal, and also compare the results for a signal
disturbance source to two disturbance sources. Fig. 25 shows that the error microphones
measured little or no spillover. The ideal reference case provided almost twice the reduction in
each bandwidth, except at 63 and 250Hz. Reduction levels were not strongly dependent upon the
number of disturbance sources and references. However, the case where two reference
microphones were used did perform somewhat better than the case using only a single reference
microphone. The global reductions are given in Fig. 26 and show that some spillover occurred for
both microphone and ideal-tests. The best global reduction was clearly achieved using two
disturbance sources with two ideal reference signals, which yielded the most reduction in all
bandwidths with the exception of 250Hz.



ARTICLE IN PRESS

Third Octave Center Frequency (Hz)

2502001601251008063

12

10

8

6

4

2

0

A
tte

nu
at

io
n 

(d
B

)

Fig. 27. Impact of disturbance level on local control performance: , test #4; ’, test #6; Q, test #7; , test #8.

A
tte

nu
at

io
n 

(d
B

)

0

2

4

6

8

10

-2

63 80 100 125 160 200 250

Third Octave Center Frequency (Hz)

Fig. 28. Impact of disturbance level on global control performanc: , test #4; ’, test #6; Q, test #7; , test #8.

S.A. Lane et al. / Journal of Sound and Vibration 290 (2006) 794–819816
Figs. 27 and 28 compare the closed-loop performance in third-octaves for tests 4, 6–8, which
were conducted using two disturbance signals, two ideal references, and at increasing levels.
Generally, performance decreased with increasing sound pressure levels. Spillover was only
measured in the 250Hz bandwidth. Peak reductions were measured in the 125Hz band-
width. Since the voltage signals applied to the DAVA’s were less than 25V each (maximum
operating voltage was about 30V), the actuators were not over-driven. Rather, it is suspected
that the performance rolled off due to current limits of the power amplifiers used to drive
the actuators.
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4.3. Practical implementation

The MIMO system implemented in these tests consisted of eight DAVA actuators, each having
a mass of 0.22 kg. For an actual fairing application, the estimated mass for sufficient power
amplifiers is estimated to be about 0.45 kg. The controller mass is estimated to be 0.9 kg, and
filters/signal conditioners are estimated to be 0.15 kg. Transducers, cables, and wiring harnesses
are estimated to require 0.22 kg. Necessary battery mass is estimated to be 2.0 kg. The total mass
for the active control system is then at least 5.48 kg, which is approximately 12 pounds at 1-g
acceleration. The control system consumed about 25W of power per DAVA at 130 dB external
sound pressure level. If the disturbance load increased to 140 dB, it is estimated that the control
system would still have sufficient authority, but would require about 640W (total).
The greatest obstacle for practical implementation is the necessity of an a priori system

identification of the control actuator to error transfer function paths, and a converged control
filter prior to engine ignition. Typically, the distance from the engines to the fairing is much
greater than the distance available in these tests, so obtaining reference signals coherent to the
disturbance with sufficient phase-lead should be achievable.
5. Conclusions

The goal of this effort was to evaluate ASAC using DAVA actuators for noise control of
composite payload fairings at realistic acoustic load levels. This work examined many important
issues such as modeling, actuator performance, the importance of reference signal selection,
controller convergence, local and global closed-loop performance, and implementation issues.
Single-channel and multiple-channel adaptive feedforward controllers were successfully designed
and implemented on a composite cylinder very similar to an actual composite fairing. Closed-loop
control was demonstrated at external loads near 130 dB.
Considerable effort was expended attempting to develop an accurate coupled structural–

acoustic model for the bandwidth up to 200Hz. However, the uncertainty in structural
parameters, coupling, and boundary conditions made the task of developing an accurate
numerical model insurmountable. It was determined that the better choice was to rely on
measured transfer functions and system identifications for understanding system dynamics and
developing controllers.
The DAVA actuators developed during this program were a critical accomplishment for

enabling closed-loop control at high disturbance levels. The DAVA actuators were linear to about
30V (rms) and had an effective bandwidth of about 80–200Hz. The DAVAs were small,
lightweight, and consumed less than 24W each at disturbance levels of 130 dB.
The controllers implemented the Filtered-X LMS algorithm, and both single- and multi-

channel configurations were studied. Closed-loop performance was measured by spatially
averaging error microphones for local control and monitor microphones for global control. Tests
were conducted in a laboratory and outside. Dependence on reference signal selection was
investigated. Tests showed that microphones placed outside of the cylinder provided a sufficiently
coherent reference signal for control. The position of the reference sensor was varied and
compared to an ideal reference source. The results showed that controller performance was
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strongly dependent on the lead-time, or phase-lead, provided by the reference signal. Control was
achieved for multiple uncorrelated disturbance sources using multiple reference signals. Greater
lead-time in the reference yielded more closed-loop reduction.
Issues regarding control filter size, sample rate, and convergence speed were also investigated.

The sample frequency was set between 500 and 900Hz, which allowed for control filters and
system identifications of up to 500 filter coefficients. Analysis showed that performance degraded
with reduced control filter length, although no impact was observed in the SISO experiments. The
multi-channel controller required several minutes to converge. However, using pre-converged
control filters was demonstrated to be a viable option.
The single-channel controller produced some local closed-loop reduction, but in most test cases

there was no appreciable global reduction. The multi-channel tests demonstrated both local and
global control over the control bandwidth, but spillover did occur at some frequencies. In the
multi-channel tests, up to 5 dB of broadband noise reduction was measured, and up to 10 dB
reduction was measured in individual third-octave bands.
The most critical challenge for implementation is the necessity to compute system identification

models of the many control actuator to error sensor transfer functions and obtaining a pre-
converged control filter prior to launch. The weight of the control system is expected to be at least
53 N (12 lbs), much of which would be battery mass. The control system would add complexity
due to the cabling for the many sensors and actuators. It is not obvious if the modest reductions
observed would justify the higher cost and risk of an active control system in comparison to a
purely passive foam blanket treatment.
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